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1. Let X1, X2, . . . , Xn be independent random variables, each having an

exponential distribution with parameter λ > 0. Define Yk =
k∑

j=1
Xj, k =

1, 2, . . . , n.

a) Find the joint probability density function of Y1, Y2, . . . , Yn.

b) What is the marginal distribution of Yk for 1 ≤ k ≤ n?

c) Taking n = 2, find the conditional probability density function of
X1 given X1 + X2 = y, for y > 0. [10+4+6]

2. Let X1, X2, . . . , Xn be random variables having finite second moments.
Let

∑
= ((σij)), 1 ≤ i, j ≤ n be the real (n × n) matrix given by

σij = Cov (Xi, Xj). Show that
∑

is a symmetric nonnegative definite
matrix. [10]

3. Let U1, U2, . . . , Un be independent absolutely continuous random vari-
ables with common distribution function F and common probability
density function f . Assume f(x) = F ′(x) for all x. Let X1, X2, . . . , Xn

denote the corresponding order statistics; that is Xk is the k-th smallest
among Ui’s.

a) Show that the distribution function of Xk is given by

FXk
(x) =

n∑
j=k

(
n
j

)
(F (x))j(1− F (x))n−j, x ∈ IR

for any 1 ≤ k ≤ n.

b) Find the probability density function of min{U1, U2, . . . , Un}. [12+5]
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4. Let X have a uniform distribution over (−1, 1). Find its characteristic
function φX , and show that φX is continuous. [10]

5. For n = 1, 2, . . . let the random variable Xn have N(0, 1
n
) distribution.

Let X be a random variable such that P (X = 0) = 1. Assume that all
Xn and X are defined on the same probability space.

a) Show that {Xn} converges to X in distribution as n →∞.

b) Does {Xn} converge to X in probability ? [10+5]

6. 200 numbers are rounded off to the nearest integer and then added.
Assume the individual round-off errors are independent and uniformly
distributed over (−1

2
, 1

2
). Find the probability that the computed sum

will differ from the sum of the original 200 numbers by more than 5.

[20]

7. Let χ2
n denote a random variable having χ2(n) distribution. Using the

central limit theorem, find lim
n→∞

P (χ2
n ≤ (

√
2n y + n)) where y > 0.

[20]
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